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Key Issues: 

This report focuses on the question: What approach should Canada take in confronting the 

challenge that mis-, dis- and mal- information (MDM) poses to our democratic institutions: 

targeting the substance of the information, those who produce it, the mechanisms by which it is 

disseminated? 

In doing so other issues are considered, including whether and how the government publicly 

identifies MDM attributed to foreign actors, how MDM unevenly affects different communities, 

the role of building public resilience and educating citizens, and the responsibility of social 

media platforms in combating MDM. 

Assessment:  

To understand how to identify and deal with MDM, and other information campaigns created or 

promoted by foreign actors in elections, it is critical to call attention to how different elements of 

the information ecosystem relate to, and are dependent upon, one another. Responses to the 

challenges of MDM by foreign actors must not focus uniquely on particular tools, content, or 

actors, but rather relationships among them. Focusing on the network of actors, tools, content 

and their relationships underscores important characteristics of the information ecosystem and 

the flow of MDM within it.  

A piece of MDM posted to a private Facebook page could be commented on in a large but 

private WhatsApp group, discussed face-to-face, and talked about by an influencer publicly on 

TikTok. By the time the idea reaches TikTok the form of the content has changed, the idea has 

likely evolved as people’s own perspectives are added, and the idea has traversed a range of 

settings.  

Indeed, in the current ecosystem, MDM does not stay in one place, be that on a particular 

platform, within a single organization, or between specific actors. MDM flows both online and 

offline, again and again, through day-to-day social interactions. MDM also flows through public, 

semi-private and completely private spaces, presenting unique challenges when trying to 

understand how information moves through the complex ecosystem. Finally, MDM is not 

confined to its original form; as the ideas in the content are reproduced, they can evolve, and 

leave lasting impressions on users, shaping their beliefs and interactions with others. This 

understanding of a networked flow of information is crucial when trying to track foreign 

interference and MDM.  

Within this context of a networked information ecosystem, this assessment considers four key 

factors in the spread of MDM by foreign actors within Canada. 
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Foreign actors leverage systems that control the spread of information to insert and 

promote MDM 

Social media platforms are points of entry through which foreign actors can insert MDM into the 

ecosystem. The reach of these platforms allows them to target communities that might otherwise 

be difficult or impossible to reach.1 Once introduced, foreign actors count on MDM flowing 

across the ecosystem.2 This makes it important to develop tools to trace the spread of MDM 

across multiple platforms and users. The challenge is that ideas are much harder to trace than 

specific pieces of content, and as MDM flows through the ecosystem the content form may 

change. 

There is far more content available in the ecosystem than any person can consume.3 Systems, 

such as the algorithms underpinning social media feeds, which curate and control the flow of 

information, dictate what a person is likely to see or what content is presented as most important. 

Foreign actors learn how to interact with these systems to ensure their messages are spread 

across a platform and beyond. To limit the spread of MDM, it is necessary to understand how 

these systems make decisions and what type of content they incentivize and disincentivize. 

Further, when foreign actors insert MDM into the ecosystem, they understand that ideas will 

show up for a given person in multiple online spaces, and capitalize on the human tendency to 

believe things more when seen repeatedly.4 

Information flow camouflages the activity of foreign actors 

Foreign actors understand that MDM entering the ecosystem will spread beyond the initial 

platform, developing a flow that cannot be completely controlled.5 They capitalize on the 

ecosystem’s networked structure by strategically placing content in one part of the system, 

knowing it will be distributed more widely across different spaces: on- and offline, private and 

public, and back again. This multi-stepped information flow creates distance between the 

instigating foreign actors and MDM, and can make it appear as though foreign-funded content is 

domestic in origin. As MDM is consumed and shared, a piece of content initially created by a 

foreign actor is inserted and re-inserted into legitimate domestic conversations, further 

complicating attribution. 

This makes it difficult to trace the flow of the content or ideas back to the instigator and 

undermines a “follow the money” approach for dealing with MDM and identifying foreign 

actors. While these actors may spend money on securing the initial placement of content, 

unknowing platform users may reproduce MDM within their own unique content. Consider the 
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example of Tenet Media, a Canadian-led right-wing media start-up alleged by the United States 

to have received illicit funding via Russian sources.6 Six established social media influencers 

were hired to create online content, which was distributed not only through Tenet Media, but 

also across their various networks using strategies like collaborations, reaction videos, and 

building from their own follower base.7  

Although MDM attribution is important for understanding and controlling its flow, the lifecycle, 

ideas represented, and various actors and platforms involved in sharing the content in its various 

forms must be considered to understand the actual impacts on elections and voters. 

Assessing risk levels of MDM by foreign actors requires a long view 

In 2019, during the 43rd General Election, the Critical Election Incident Public Protocol (CEIPP) 

was created to “establish a mechanism to communicate clearly, transparently and impartially 

with Canadians during an election in the event of an incident or a series of incidents that 

threatened the election’s integrity.”8 There is currently a high threshold for alerting the public to 

foreign interference;9 however, much online MDM by foreign actors never comes close to that 

threshold because the goal of foreign information campaigns is longer term. Within the context 

of an election, attention is called to only the highest-level threats (e.g., those things most likely to 

pose a risk to the integrity of that election). 

Yet, lower threshold incidents can also threaten elections through repeated low-level MDM. This 

MDM can undermine trust in the wider information ecosystem,10 which, when no longer trusted, 

can in turn undermine trust in wider electoral systems. The risk is, in an information ecosystem 

where no one knows what or whom to trust, people will become less engaged, and less trusting 

of all political systems including specific elections, whether their beliefs are founded or not.11  

Notably, these lower-level threats often begin before a formal election period because foreign 

information campaigns, like most modern political campaigning, happens continually.12 Consider 

social media influencer accounts where resources and energy are poured into building audiences 

for years. The real value of having content spread by that influencer is based on their audience 

and placement in the wider information ecosystem. 
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Diaspora and hyper-connected communities are at an increased risk 

Foreign interference and MDM disproportionately target marginalized communities.13 Diaspora 

communities have been identified as both potentially targets of, and more susceptible to, foreign 

interference. In online settings, this is partly because the close social relations among people 

within many diaspora communities allows MDM to travel quickly through their networks.14 

These close social ties can also be found within hyper-engaged online communities, such as 

intensely partisan groups and conspiracy theory groups, which also become targets. 

Recommendations 

A: Increase communication from government to the public 

As described above, CEIPP/the Panel have a high threshold for when to share information about 

foreign interference in elections with the public. This approach should be modified in at least 

three ways:  

1) Develop response options for low-level threats, which may in fact be higher level in their 

aggregate and over time. Various governmental actors beyond The Panel could be involved 

ahead of the election to help identify and address such lower-level threats and develop responses, 

which will require different strategies and approaches. 

2) In decisions about the public communication of foreign interference in elections, the focus 

should not only be on identifying who has created or shared the MDM, but also on how the 

public perceives or will perceive their information environment. The risk of the public knowing 

about threats should be weighed against the risk of the public losing trust in the reporting system, 

as well as in their information environment. Clarity on this assessment criteria and process 

should also be made public to the extent that it does not compromise investigations.  

3) Better reporting following elections is needed and should include information on the kinds of 

threats that were identified but not addressed in real time, as well as justification for those 

choices. 

B: Build citizen resilience through media and digital literacy and political engagement 

Prebunking and debunking are generally effective at reducing reliance on misinformation,15 but 

are strategies best implemented within the context of comprehensive digital and media literacy 

campaigns, which should include education to help people understand how ideas flow through 

the information ecosystem. An electorate that feels capable of assessing and navigating their 

complex information ecosystem is essential. This is particularly important because there is a 

concern that as more evidence of foreign interference and disinformation comes to light, people 
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could disengage from their information and political systems, not knowing what to trust.16 While 

understanding all the technical components is not feasible, increased understanding is possible. 

Supporting civil society groups, especially those who are trusted among people who are most 

often targets of MDM by foreign actors, and increasing education about the information 

environment, and media and political systems is needed.  

C: Legislate transparency from platforms 

Social media platforms have the power to change their technical structures so that their 

algorithms are less easily exploited by nefarious actors. They also have near exclusive access to 

data about how often MDM is being created and shared on their platforms, by whom, and across 

which user groups. 

While platforms do need to take steps towards self-regulation, self-imposed regulations or 

safeguards are not enough. These can quickly be changed without notice, which is extremely 

problematic in the context of an election. Should a platform suddenly remove safeguards they 

had put in place, there would be limited options to deal with sudden influxes of MDM during an 

election.  
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